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#### Abstract

This work proposes a boundary integral formulation based Cartesian grid method for the nonlinear Poisson-Boltzmann (PB) interface problem in biophysics. The method (a) does not have the limitation associated with the standard finite difference method for complex interfaces, (b) avoids generation of any unstructured volume or surface grids needed by the finite element method, and (c) solves the nonlinear and variable coefficient PDE in the framework of boundary integral equations. The method solves the nonlinear PB equation with the Newton iterative method. It first reformulates the linearized PB equation in each Newton iteration as a Fredholm system of two boundary integral (BI) equations of the second kind, which is well-conditioned, and then solves the BI system with a Krylov subspace method. The evaluation of boundary and volume integrals involved in the solution of the BI system is done with a kernel-free method, which does not need to know the Green's function associated with the variable coefficient PB equation. The kernelfree method evaluates volume and boundary integrals by solving equivalent simple interface problems on Cartesian grids with either a fast Fourier transform based Poisson solver or a geometric multigrid preconditioned conjugate gradient solver, either of which involves computational work essentially linearly proportional to the number of nodes on the Cartesian grid. Numerical examples in both two and three space dimensions are presented to demonstrate the efficiency and accuracy of the proposed numerical method.
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## 1 Introduction

The Poisson-Boltzmann (PB) equation appears in many applications [14, 22, $25,27,38,39,41,54,57,66,68,70,75]$, which is known as the Gouy-Chapman theory in electrochemistry $[14,27]$ and known as the Poisson-Boltzmann theory in biophysics [22,38]. In biophysics applications, the Poisson-Boltzmann equation models a solvated biomolecular system by dielectrically distinct regions with singular charges distributed in the molecular region. The Poisson-Boltzmann equation takes the form

$$
\begin{equation*}
\nabla \cdot(\epsilon \nabla u)-\chi(\mathbf{p}) \sum_{j=1}^{J} c_{j} q_{j} e^{-\beta q_{j} u}=-\sum_{i=1}^{I} q_{i} \delta\left(\mathbf{p}-\mathbf{p}_{i}\right) \tag{1}
\end{equation*}
$$

Here, $\mathbf{p}$ is the space variable (a vector of space coordinates), $u=u(\mathbf{p})$ is the electrostatic potential, $\epsilon$ is a space-dependent and piecewise constant dielectric coefficient, the characteristic function vanishes $(\chi(\mathbf{p})=0)$ in the molecule region (impenetrable to ions) and takes value one ( $\chi(\mathbf{p})=1$ ) in the solvent region, $c_{j}$ is the bulk density of the $j^{\text {th }}$ mobile ion species with charge $q_{j}$, $\beta=1 /\left(\kappa_{\mathrm{B}} T\right)$ with $\kappa_{\mathrm{B}}$ be the Boltzmann constant and $T$ be the absolute temperature, $q_{i}$ is the singular charge located at point $\mathbf{p}_{i}$ within the solute region. For symmetric $1: 1$ salt, the Poisson-Boltzmann equation reads

$$
\begin{equation*}
\nabla \cdot(\epsilon \nabla u)-\chi(\mathbf{p}) \kappa^{2} \sinh (u)=-\sum_{i=1}^{I} q_{i} \delta\left(\mathbf{p}-\mathbf{p}_{i}\right) \tag{2}
\end{equation*}
$$

where the reaction coefficient $\kappa$ absorbs all of the related parameters. Subject to continuity conditions on the dielectric interface between the solute (molecule) and solvent regions, the PB model is often proposed as an interface problem.

Over the past decades, a large amount of numerical solution techniques for the PB interface problem have been developed $[1,26,52,65]$. We refer the interested readers to the review paper on numerical methods for the PB equation by Lu et. al. [51]. Due to the nonlinearity of the PB equation, the heterogeneity of the interface problem, which has different equations on different sides of the dielectric interface, and particularly the geometry complexity of the molecule surface, which may consist of tens of thousand to millions of atoms, nowadays it is still a challenging and difficult task to efficiently and accurately solve the PB interface problem even though after years of research.

Finite difference method [17,18,21,46,53,60,64, 83, 84], finite element method [ $5,16,19,20,33-37,69,74]$ and boundary element/integral method [9-11, 28, $47-50,81,82]$ are the three most widely used numerical methods for the PB equation.

Finite difference method is the most popular numerical method for the PB equation due to its simplicity in implementation. The solution by the standard finite difference method usually has low order accuracy due to its inflexibility with the complex geometry of the molecular surface (the dielectric interface) and its less accurate treatment for the interface conditions. To achieve high order accuracy for the PB equation, a few non-standard finite difference methods $[18,31,46,58,59,64,83,84]$ have been developed to take into account the complex molecule surface or the discontinuity of the potential flux across the dielectric interface. However, the coefficient matrix of the discrete system by the non-standard finite difference methods $[18,83,84]$ is often non-symmetric and even indefinite, which leads to inefficient solution of the discrete equations. In Li et. al.'s work [46], which solves a boundary value problem of the nonlinear PB equation in two space dimensions, the linear constant coefficient PB equation appeared in a quasi-Newton iteration for the nonlinear PB equation is discretized with a finite difference interface method [44, 45] and the coefficient matrix of the resulting system is symmetric and positive definite, the same as that obtained by the standard finite difference method for the equation without boundary or interface. The linear system of discrete equations in Li et. al. [46] is solved with a fast Fourier transform (FFT) based fast elliptic solver while it is unclear how to extend the approach there for the nonlinear PB interface problem.

Finite element method gains popularity due to its geometry flexibility with the complicated molecule surface. Compared to other methods, finite element method may provide more rigorous convergence analysis [16], which makes it possible to develop a rigorous adaptive and local mesh refinement algorithm. However, the generation of body-fitted unstructured (quality) grids around the complicated molecule surface needed by the finite element method, especially in three space dimensions, is usually a difficult, expensive and time-consuming process. Even though there are already well-developed techniques and software packages for grid generation [13,24], the computer time spent for the process is not negligible and should be taken into account when we develop a solver for the PB equation with complicated molecule surfaces. Another point that we would like to emphasize on is that the discrete finite element equations for the PB problem on unstructured grids in general can not be solved with an FFT or geometric multigrid based fast elliptic solver [12]. Instead, the system can be solved at best with an algebraic multigrid iterative method [33-37], which is usually much less efficient and less robust than FFT and geometric multigrid methods.

Boundary element/integral method may be theoretically regarded as the most efficient numerical method for the linear constant coefficient PB equation. For problems without involving volume integrals, the boundary element method reduces the dimension of the problem by one. Accelerated by fast matrixvector multiplication algorithms $[2,3,6,28,29,48,61-63,73]$, the boundary el-
ement/integral method may involve computational work only essentially (up to a logarithm factor) linearly proportional to the number of unknowns on the dielectric interface. However, since there is no Green's function directly available for the nonlinear PB equation, the traditional boundary element/integral method is only applied to the linear constant coefficient PB equation. In addition, the computational work will increase by at least one order when volume integrals appear in the formulation. The boundary element/integral method involves singular and hyper-singular boundary integrals, improper evaluation of which affects the accuracy and stability of the method.

In this work, we will solve the nonlinear PB interface problem with the Newton method. We solve the linearized PB equation in the Newton iteration with a generalized boundary integral method, the so-called kernel-free boundary integral (KFBI) method [78-80]. The KFBI method does not need to know the kernels of boundary and volume integrals and the Green's function of the nonlinear PB equation. It evaluates both boundary and volume integrals in the same way, involving computational work essentially linearly proportional to the number of unknowns in the domain (instead of on the interface). The KFBI method accurately computes singular and hyper-singular boundary integrals appeared in the boundary integral formulation for the PB interface problem.

The KFBI method [78] as a generalization of the Cartesian grid-based evaluation method for boundary integrals by Mayo [55,56] was proposed by Ying et. al. $[78,80]$ for variable coefficients elliptic partial differential equations. The KFBI method evaluates a boundary or volume integral by first solving an equivalent simple interface problem on a Cartesian grid and then interpolating the discrete solution on the grid to get values of the boundary or volume integral at points of interest on the interface/boundary of the problem. As the discretization of the equivalent interface problem and the interpolation of the grid-based solution for values on the interface take into account the geometry complexity and the discontinuity of the solution and/or its derivatives, the solution by the KFBI method has high order accuracy.

To solve the linearized PB interface problem in the Newton iteration with the KFBI method, we first reformulate the problem as a system of two boundary integral equations, which is well-conditioned as a Fredholm system of the second kind. We represent the dielectric interface by its intersection with the grid lines of an underlying Cartesian grid and discretize the boundary integral equations at the intersection points, following a Nyström-like approach [4]. This representation of the interface and discretization of the system avoid generation of any unstructured volume or surface grids. We solve the discrete boundary integral system with a Krylov subspace method, the generalized minimal residual (GMRES) method [67].

In each matrix-vector multiplication during the Krylov subspace iteration, we
need to evaluate four boundary integrals, a single layer boundary integral, a double layer boundary integral, an adjoint double layer boundary integral and a hyper-singular boundary integral. The single layer and adjoint double layer boundary integrals are simultaneously evaluated by solving an equivalent interface problem, which is associated with the (linearized) partial differential operator on the solvent and solved with a full V-cycle geometric multigrid preconditioned conjugate gradient method. The double layer and hyper-singular boundary integrals are simultaneously evaluated by solving another equivalent interface problem, which is associated with the partial differential (in fact the Laplacian) operator on the solute (molecule) and solved with an FFT based Poisson solver. That is, each matrix-vector multiplication in the Krylov subspace iteration involves solution of two simple interface problems. Besides, we also need to evaluate the boundary and volume integrals appeared on the right hand side of the boundary integral system with the KFBI method but only need to evaluate them once for each solution of the system. As the discrete boundary integral system is well-conditioned, the number of Krylov subspace iterations is essentially independent of the system dimension or number of unknowns on the dielectric interface. Note that the Newton iteration is also independent of the system dimension. The overall computational work involved with the method for the nonlinear PB interface problem is essentially linearly proportional to the number of unknowns on the Cartesian grid that is used for solving the equivalent interface problems.

The remainder of this paper is organized as follows. In Section 2, we present the nonlinear Poisson-Boltzmann interface problem to be solved and describe its linearization by the Newton method. In Section 3, we reformulate the linearized Poisson-Boltzmann interface problem as a system of two boundary integral equations, which is to be solved with a Krylov subspace iterative method. In Section 4, we briefly describe the kernel-free evaluation method for boundary and volume integrals involved in the Krylov subspace iteration for the boundary integral system. In Section 5, we summarize the Newton-KFBI algorithm for the nonlinear PB interface problem. In Section 6, we present numerical examples in both two and three space dimensions to demonstrate the accuracy and efficiency of the method. Finally, in Section 7, we discuss on the advantages and possible further improvement or extension of the kernelfree boundary integral method for the PB equation or other physically more realistic (modified) PB models.

## 2 The Nonlinear Poisson-Boltzmann Equation

In this section, we will present the model Poisson-Boltzmann equation to be solved. For simplicity, we only consider the PB equation for the symmetric $1: 1$ salt. We assume the region occupied by the solute (molecule) and solvent


Fig. 1. A rectangular domain $\Omega$ separated by an interface $\Gamma$ into two subdomains, the solute (molecule) region $\Omega_{i}$ and the solvent region $\Omega_{e}$
is a rectangle.
Let $\Omega \subset \mathbb{R}^{d}$ ( $d=2$ or 3 ) be the rectangle domain, which is the union of regions for the solute and solvent. Denote by $\Gamma$ the dielectric interface (molecule surface) between the solute and solvent regions. Assume the boundary $\partial \Omega$ of the rectangle and the dielectric interface $\Gamma$ have no intersection, i.e., $\Gamma \cap \partial \Omega=\emptyset$. Let $\Omega_{i}$ be the solute (molecule) region, which is the interior domain enclosed by the dielectric interface $\Gamma$. Denote by $\Omega_{e} \equiv \Omega \backslash \bar{\Omega}_{i}$ the solvent region, which is the complement of $\bar{\Omega}_{i}$ (the closure of $\Omega_{i}$ ) in $\Omega$. Let $\mathbf{n}$ be the unit outward normal, pointing from $\Omega_{i}$ to $\Omega_{e}$, on the dielectric interface $\Gamma$. See Fig. 1 for an illustration of the domains $\Omega, \Omega_{i, e}$ and the dielectric interface $\Gamma$.

Let $u_{i}=u_{i}(\mathbf{p})$ and $u_{e}=u_{e}(\mathbf{p})$ be the electrostatic potentials, defined in $\Omega_{i}$ and $\Omega_{e}$, respectively. The nonlinear Poisson-Boltzmann equation for symmetric 1:1 salt reads

$$
\begin{align*}
\epsilon_{i} \triangle u_{i}=\rho_{i} & \text { in } \Omega_{i},  \tag{3}\\
\epsilon_{e} \triangle u_{e}-\kappa^{2} \sinh \left(u_{e}\right)=\rho_{e} & \text { in } \Omega_{e}, \tag{4}
\end{align*}
$$

subject to the interface conditions

$$
\begin{align*}
u_{i}-u_{e} & =g \quad  \tag{5}\\
\epsilon_{i} \partial_{\mathbf{n}} u_{i}-\epsilon_{e} \partial_{\mathbf{n}} u_{e} & =J \tag{6}
\end{align*} \quad \text { on } \Gamma,
$$

and the boundary condition

$$
\begin{equation*}
u_{e}=0 \quad \text { on } \partial \Omega . \tag{7}
\end{equation*}
$$

Here, $\epsilon_{i}$ and $\epsilon_{e}$ are the dielectric constants; $\kappa>0$ is a constant reaction coefficient; $\rho_{i}$ and $\rho_{e}$ are the charge sources; $g$ and $J$ are known functions defined on $\Gamma$ only; $\partial_{\mathbf{n}} u_{i}$ and $\partial_{\mathbf{n}} u_{e}$ represent the normal derivatives of the unknown functions $u_{i}(\mathbf{p})$ and $u_{e}(\mathbf{p})$.

We regard the nonlinear Poisson-Boltzmann interface problem (3)-(7) as a regularized version of the classic one for (2), where both the potential and the
flux are continuous across the interface (i.e., $g=0, J=0$ ) but the functions $\rho_{i}$ and $\rho_{e}$ may contain singular sources such as the Dirac delta functions, corresponding to point charges. In the regularized Poisson-Boltzmann interface problem (3)-(7), we assume the functions $\rho_{i}=\rho_{i}(\mathbf{p})$ and $\rho_{e}=\rho_{e}(\mathbf{p})$ are smooth (regular) functions defined on $\Omega_{i}$ and $\Omega_{e}$, respectively, while the jumps of the potential and the flux are non-zero (i.e., $g \neq 0$ and $J \neq 0$ ). We refer to [17] for the regularization technique of the Poisson-Boltzmann equation.

We solve the nonlinear PB interface problem iteratively with the standard Newton method. For integer $m \geq 0$, given an approximate solution $u_{i}^{m}$ and $u_{e}^{m}$, we look for a hopefully better approximate solution $u_{i}^{m+1}$ and $u_{e}^{m+1}$ by solving the linearized Poisson-Boltzmann equation

$$
\begin{align*}
\epsilon_{i} \triangle u_{i}^{m+1} & =\rho_{i} \quad \text { in } \Omega_{i},  \tag{8}\\
\epsilon_{e} \triangle u_{e}^{m+1}-\kappa^{2} \cosh \left(u_{e}^{m}\right) u_{e}^{m+1} & =\rho_{e}+\kappa^{2} \sinh \left(u_{e}^{m}\right)-\kappa^{2} \cosh \left(u_{e}^{m}\right) u_{e}^{m} \quad \text { in } \Omega_{e}, \tag{9}
\end{align*}
$$

subject to the interface conditions

$$
\begin{array}{rlr}
u_{i}^{m+1}-u_{e}^{m+1} & =g & \text { on } \Gamma, \\
\epsilon_{i} \partial_{\mathbf{n}} u_{i}^{m+1}-\epsilon_{e} \partial_{\mathbf{n}} u_{e}^{m+1} & =J & \text { on } \Gamma, \tag{11}
\end{array}
$$

and the boundary condition

$$
\begin{equation*}
u_{e}^{m+1}=0 \quad \text { on } \partial \Omega . \tag{12}
\end{equation*}
$$

For $m=0,1,2, \cdots$, we make the Newton iteration and terminate it when the difference between $u_{i, e}^{m}$ and $u_{i, e}^{m+1}$ is sufficiently small.

## 3 Boundary Integral Equation Formulation

In this section, we will reformulate the linearized PB interface problem (8)-(12) in the $m^{t h}$ Newton iteration as a system of two boundary integral equations.

First, we assume the approximate solution $u_{e}^{m}$ has continuous extension onto $\Omega_{i}$, i.e., $u_{e}^{m}=u_{e}^{m}(\mathbf{p})$ is continuous on $\bar{\Omega}=\bar{\Omega}_{i} \cup \bar{\Omega}_{e}$. We introduce two Green's functions $G=G(\mathbf{q} ; \mathbf{p})$ and $K=K(\mathbf{q} ; \mathbf{p})$ that satisfy

$$
\begin{aligned}
\triangle G(\mathbf{q} ; \mathbf{p}) & =\delta(\mathbf{q}-\mathbf{p}), \quad \mathbf{q} \in \Omega \\
G(\mathbf{q} ; \mathbf{p}) & =0, \quad \mathbf{q} \in \partial \Omega
\end{aligned}
$$

and

$$
\begin{aligned}
\epsilon_{e} \triangle K(\mathbf{q} ; \mathbf{p})-\kappa^{2} \cosh \left(u_{e}^{m}\right) K(\mathbf{q} ; \mathbf{p}) & =\epsilon_{e} \delta(\mathbf{q}-\mathbf{p}), \quad \mathbf{q} \in \Omega, \\
K(\mathbf{q} ; \mathbf{p}) & =0, \quad \mathbf{q} \in \partial \Omega,
\end{aligned}
$$

for each $\mathbf{p} \in \Omega$. Analytical expression of the Green's function $G(\mathbf{q} ; \mathbf{p})$ is not directly available and in general there is no closed form of the Green's function $K(\mathbf{q} ; \mathbf{p})$. We also note that the Green's function $K(\mathbf{q} ; \mathbf{p})$ varies during the Newton iteration. It depends on the approximate solution $u_{e}^{m}$ and the index $m$. For conciseness, we omit the dependency of the Green's function $K(\mathbf{q} ; \mathbf{p})$.

Let $f_{i}=\rho_{i} / \epsilon_{i}$ and $f_{e}^{m}=\left[\rho_{e}+\kappa^{2} \sinh \left(u_{e}^{m}\right)-\kappa^{2} \cosh \left(u_{e}^{m}\right) u_{e}^{m}\right] / \epsilon_{e}$. We decompose the linearized PB interface problem (8)-(12) into a Dirichlet boundary value problem (BVP) and a Neumann boundary value problem. The Dirichlet BVP reads

$$
\left\{\begin{align*}
\triangle u_{i}^{m+1} & =f_{i} \quad \text { in } \Omega_{i}  \tag{13}\\
u_{i}^{m+1} & =g+u_{e}^{m+1} \quad \text { on } \Gamma
\end{align*}\right.
$$

and the Neumann BVP reads

$$
\left\{\begin{align*}
\epsilon_{e} \triangle u_{e}^{m+1}-\kappa^{2} \cosh \left(u_{e}^{m}\right) u_{e}^{m+1} & =\epsilon_{e} f_{e}^{m} \quad \text { in } \Omega_{e}  \tag{14}\\
\epsilon_{e} \partial_{\mathbf{n}} u_{e}^{m+1} & =\epsilon_{i} \partial_{\mathbf{n}} u_{i}^{m+1}-J \quad \text { on } \Gamma . \\
u_{e}^{m+1} & =0 \quad \text { on } \partial \Omega
\end{align*}\right.
$$

In terms of the Green's function $G(\mathbf{q} ; \mathbf{p})$, we represent the solution $u_{i}^{m+1}(\mathbf{p})$ to the Dirichlet boundary value problem (13) as the sum of an interior volume integral and a double layer boundary integral

$$
\begin{equation*}
u_{i}^{m+1}(\mathbf{p})=\int_{\Omega_{i}} G(\mathbf{q} ; \mathbf{p}) f_{i}(\mathbf{q}) d \mathbf{q}+\int_{\Gamma} \frac{\partial G(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{q}}} \varphi^{m+1}(\mathbf{q}) d s_{\mathbf{q}} \quad \text { for } \mathbf{p} \in \Omega_{i} \tag{15}
\end{equation*}
$$

with the density $\varphi^{m+1}(\mathbf{p})$ satisfying

$$
\begin{align*}
& \frac{1}{2} \varphi^{m+1}(\mathbf{p})+\int_{\Gamma} \frac{\partial G(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{q}}} \varphi^{m+1}(\mathbf{q}) d s_{\mathbf{q}} \\
= & g+u_{e}^{m+1}-\int_{\Omega_{i}} G(\mathbf{q} ; \mathbf{p}) f_{i}(\mathbf{q}) d \mathbf{q} \quad \text { for } \mathbf{p} \in \Gamma . \tag{16}
\end{align*}
$$

In terms of the Green's function $K(\mathbf{q} ; \mathbf{p})$, we represent the solution $u_{e}^{m+1}(\mathbf{p})$ to the Neumann boundary value problem (14) as the sum of an exterior volume integral and a single layer boundary integral

$$
\begin{equation*}
u_{e}^{m+1}(\mathbf{p})=\int_{\Omega_{e}} K(\mathbf{q} ; \mathbf{p}) f_{e}^{m}(\mathbf{q}) d \mathbf{q}-\int_{\Gamma} K(\mathbf{q} ; \mathbf{p}) \psi^{m+1}(\mathbf{q}) d s_{\mathbf{q}} \quad \text { for } \mathbf{p} \in \Omega_{e} \tag{17}
\end{equation*}
$$

with the density $\psi^{m+1}(\mathbf{p})$ satisfying

$$
\begin{align*}
& -\frac{1}{2} \psi^{m+1}(\mathbf{p})-\int_{\Gamma} \frac{\partial K(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{p}}} \psi^{m+1}(\mathbf{q}) d s_{\mathbf{q}} \\
= & \mu \frac{\partial u_{i}^{m+1}}{\partial \mathbf{n}_{\mathbf{p}}}-J / \epsilon_{e}-\frac{\partial}{\partial \mathbf{n}_{\mathbf{p}}} \int_{\Omega_{e}} K(\mathbf{q} ; \mathbf{p}) f_{e}^{m}(\mathbf{q}) d \mathbf{q} \quad \text { for } \mathbf{p} \in \Gamma . \tag{18}
\end{align*}
$$

Here, $\mu=\epsilon_{i} / \epsilon_{e}$.
We remark that the solution $u_{e}^{m+1}$ to the Neumann BVP is well-defined and continuous in the rectangular domain $\Omega$ since the volume integral and the single layer boundary integral are continuous on $\bar{\Omega}$. As long as we choose the initial guess $u_{e}^{0}$ to be continuous on $\Omega$ (say, $u_{e}^{0}=0$ ), the approximate solution $u_{e}^{m}$ always has continuous extension onto $\Omega_{i}$. So we guarantee that the continuity assumption on $u_{e}^{m}$ is satisfied all the time.

For functions $\psi(\mathbf{q})$ and $\varphi(\mathbf{q})$ defined on the interface $\Gamma$, let

$$
L_{e} \psi \equiv \int_{\Gamma} K(\mathbf{q} ; \mathbf{p}) \psi(\mathbf{q}) d s_{\mathbf{q}}, \quad M_{i} \varphi \equiv \int_{\Gamma} \frac{\partial G(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{q}}} \varphi(\mathbf{q}) d s_{\mathbf{q}}
$$

be the single layer and double layer boundary integrals,

$$
M_{e}^{*} \psi \equiv \int_{\Gamma} \frac{\partial K(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{p}}} \psi(\mathbf{q}) d s_{\mathbf{q}}, \quad N_{i} \varphi \equiv \frac{\partial}{\partial \mathbf{n}_{\mathbf{p}}} \int_{\Gamma} \frac{\partial G(\mathbf{q} ; \mathbf{p})}{\partial \mathbf{n}_{\mathbf{q}}} \varphi(\mathbf{q}) d s_{\mathbf{q}}
$$

be the adjoint double layer and hyper-singular boundary integrals, and

$$
\mathcal{G} f_{i} \equiv \int_{\Omega_{i}} G(\mathbf{q} ; \mathbf{p}) f_{i}(\mathbf{q}) d \mathbf{q}, \quad \mathcal{K} f_{e}^{m} \equiv \int_{\Omega_{e}} K(\mathbf{q} ; \mathbf{p}) f_{e}^{m}(\mathbf{q}) d \mathbf{q}
$$

be the interior and exterior volume integrals, respectively. Here, $\mathbf{n}_{\mathbf{p}}$ denotes the unit outward normal vector at point $\mathbf{p} \in \Gamma$.

After substituting (15) into (18) and (17) into (16) and using the symbols introduced above, we write the system of boundary integral equations (16) and (18) as

$$
\begin{array}{r}
\frac{1}{2} \varphi^{m+1}+M_{i} \varphi^{m+1}+L_{e} \psi^{m+1}=g+\mathcal{K} f_{e}^{m}-\mathcal{G} f_{i}, \\
\mu N_{i} \varphi^{m+1}+\frac{1}{2} \psi^{m+1}+M_{e}^{*} \psi^{m+1}=J / \epsilon_{e}+\partial_{\mathbf{n}_{\mathbf{p}}}\left(\mathcal{K} f_{e}^{m}-\mu \mathcal{G} f_{i}\right) . \tag{20}
\end{array}
$$

In matrix-vector notation, the system reads

$$
\left[\begin{array}{cc}
1 / 2+M_{i} & L_{e}  \tag{21}\\
\mu N_{i} & 1 / 2+M_{e}^{*}
\end{array}\right]\left[\begin{array}{l}
\varphi^{m+1} \\
\psi^{m+1}
\end{array}\right]=\left[\begin{array}{c}
g+\mathcal{K} f_{e}^{m}-\mathcal{G} f_{i} \\
J / \epsilon_{e}+\partial_{\mathbf{n}_{\mathbf{p}}}\left(\mathcal{K} f_{e}^{m}-\mu \mathcal{G} f_{i}\right)
\end{array}\right] .
$$

It is a Fredholm boundary integral system of the second kind. We may solve the corresponding discrete system after discretization, which is well-conditioned, with a Krylov subspace iterative method such as the generalized minimal residual (GMRES) method [67].

After solving the system (21) of boundary integral equations for the unknown densities $\varphi^{m+1}$ and $\psi^{m+1}$, we may further get the solution to the linearized Poisson-Boltzmann interface problem (8)-(12) by

$$
\begin{array}{lc}
u_{i}^{m+1}(\mathbf{p})=\mathcal{G} f_{i}+M_{i} \varphi^{m+1} & \text { in } \Omega_{i} \\
u_{e}^{m+1}(\mathbf{p})=\mathcal{K} f_{e}^{m}-L_{e} \psi^{m+1} & \text { in } \Omega_{e} \tag{23}
\end{array}
$$

## 4 The Kernel-Free Boundary Integral Method

Assume the boundary integral system (21) is solved with a Krylov subspace method [67]. We know the Green's functions are difficult to calculate or at least not directly available. A question now arising is how to evaluate the boundary and volume integrals encountered in computing the right hand side of the system and the matrix-vector multiplication during the Krylov subspace iteration.

We will evaluate the boundary and volume integrals with a kernel-free boundary integral (KFBI) method [78-80]. The KFBI method does not need to know any analytical form of the integral kernels and the Green's functions associated with the partial differential equations. Even it does not compute any approximation of the Green's functions. Instead, it only approximately computes the action of the Green's functions or integral kernels on the interface density or volume source functions.

The kernel-free boundary integral method replaces the evaluation of a boundary or volume integral by the solution of an equivalent simple interface problem, which is much easier to solve than the heterogeneous interface problem (8)-(12). The interface problem is discretized on a Cartesian grid of the rectangular domain and solved by an efficient method such as a fast Fourier transform or geometric multigrid based elliptic solver. After the simple interface problem on the Cartesian grid is solved, approximate values of the corresponding boundary or volume integral at discretization points of the interface are obtained by polynomial interpolation.

The interior volume integral $v_{i}=\mathcal{G} f_{i}$ is the solution to the following interface
problem

$$
\left\{\begin{align*}
\Delta v_{i} & =\left\{\begin{array}{ll}
f_{i} & \text { in } \Omega_{i} \\
0 & \\
\text { in } \Omega_{e}
\end{array},\right.  \tag{24}\\
{\left[v_{i}\right] } & =0 \\
& \text { on } \Gamma, \\
{\left[\partial_{\mathbf{n}} v_{i}\right] } & =0 \\
& \text { on } \Gamma, \\
v_{i} & =0
\end{align*} \quad \begin{array}{l}
\text { on } \partial \Omega
\end{array}\right.
$$

In this work, a quantity with a square bracket such as $\left[v_{i}\right]$ and $\left[\partial_{\mathbf{n}} v_{i}\right]$ denotes the jump of the corresponding function across the interface, which equals the inside limit minus the outside limit. The exterior volume integral $v_{e}=\mathcal{K} f_{e}^{m}$ is the solution to the following interface problem

$$
\left\{\begin{align*}
& \epsilon_{e} \triangle v_{e}-\kappa^{2} \cosh \left(u_{e}^{m}\right) v_{e}=\left\{\begin{array}{ll}
0 & \text { in } \Omega_{i} \\
\epsilon_{e} f_{e}^{m} & \text { in } \Omega_{e}
\end{array},\right.  \tag{25}\\
& {\left[v_{e}\right] }=0 \\
& \text { on } \Gamma, \\
& {\left[\partial_{\mathbf{n}} v_{e}\right] }=0 \\
& v_{e} \text { on } \Gamma, \\
& v_{e} \text { on } \partial \Omega .
\end{align*}\right.
$$

The double layer boundary integral $w_{i}=M \varphi^{m+1}$ is the solution to the following interface problem

$$
\left\{\begin{align*}
\triangle w_{i} & =0 \quad \text { on } \Omega \backslash \Gamma,  \tag{26}\\
{\left[w_{i}\right] } & =\varphi^{m+1} \quad \\
{\left[\partial_{\mathbf{n}} w_{i}\right] } & =0 \quad \text { on } \Gamma, \\
w_{i} & =0 \quad \text { on } \Gamma, \\
& \text { on } \partial \Omega .
\end{align*}\right.
$$

The single layer boundary integral $w_{e}=-L_{e} \psi^{m+1}$ is the solution to the following interface problem

$$
\left\{\begin{align*}
\epsilon_{e} \Delta w_{e}-\kappa^{2} \cosh \left(u_{e}^{m}\right) w_{e} & =0 \quad \text { on } \Omega \backslash \Gamma,  \tag{27}\\
{\left[w_{e}\right] } & =0 \quad \text { on } \Gamma, \\
{\left[\partial_{\mathbf{n}} w_{e}\right] } & =\psi^{m+1} \quad \text { on } \Gamma, \\
w_{e} & =0 \quad \text { on } \partial \Omega .
\end{align*}\right.
$$

Suppose the rectangular domain $\Omega$ is partitioned into a uniform Cartesian grid as shown in Figure 2 (a). Discretization of each interface problem above on
the uniform Cartesian grid by the standard five-point finite difference method leads to a linear system of discrete equations [71]. To take into account the discontinuity of the solution or its derivatives on the interface $\Gamma$, only the right hand side of the linear system need to be corrected at irregular grid nodes, where finite difference stencils go across the interface and the local truncation errors of the finite difference discretization are large otherwise. As the coefficient matrix of the linear system is unchanged and the same as the one without the interface or without any discontinuity of the solution or its derivatives, the discrete interface equations can be solved very efficiently. We solve the discrete systems for the interface problems (24) and (26) with a fast Fourier transform (FFT) based Poisson solver and solve the discrete systems for the interface problems (25) and (27) with a full V-cycle geometric multigrid preconditioned conjugate gradient (PCG) iterative solver [12]. Each solver finds the solution to a discrete interface problem with computational work essentially (up to a logarithm factor for the FFT based Poisson solver) linearly proportional to the number of nodes on the Cartesian grid that covers the domain $\Omega$.

Once we have values of a boundary or volume integral at the nodes of a Cartesian grid by solving its equivalent interface problem, we can obtain its value at any point on the interface by polynomial interpolation, which though needs to take into account the discontinuity of the integral or its derivatives across the interface. As a matter of fact, we can get not only the values of the volume and boundary integrals but also their normal derivatives on the interface, which include the hyper-singular boundary integral such as $N_{i} \varphi^{m+1}$ and the adjoint double layer boundary integral such as $M_{e}^{*} \psi^{m+1}$. To compute the normal derivative of a boundary or volume integral, we first interpolate the discrete solution on the Cartesian grid to get the first order partial derivatives and then compute the inner product of the gradient with a unit outward normal vector on the interface as the normal derivative. This is another advantage of the KFBI method over the traditional boundary integral method as it does not need to make any special treatment (such as the singularity subtraction and integral regularization $[15,72]$ ) for the nearly singular or hyper-singular boundary integrals.

To numerically solve the boundary integral system (21), we need to discretize the dielectric interface $\Gamma$ as well as the boundary integral system (21).

As for the traditional boundary integral method [4], we may discretize the interface $\Gamma$ by a set of quasi-uniformly spaced points on it and correspondingly discretize the boundary integral system (21) at the points, following a Nyström-like approach for boundary integral equations. The interface discretization can be easily done in two space dimensions. But in three space dimensions it may still be a difficult or expensive process to find a set of quasi-uniformly spaced points on the molecule surface, which may be geomet-

(a)

(b)

Fig. 2. Discretization of the domain $\Omega$ into a uniform Cartesian grid: (a) interface discretization by its intersection points with the Cartesian grid lines, (b) a six-point interpolation stencil $\left\{\mathbf{p}_{k}\right\}_{k=0}^{5}$ for computing the value of a boundary or volume integral at the intersection point $\mathbf{q}$.
rically very complicated.
To avoid the difficult or expensive generation process for an unstructured interface grid in three space dimensions, we represent and discretize the interface $\Gamma$ by its intersection points with the underlying Cartesian grid that is used for solving the discrete interface problems; see Fig. 2 (a) for an illustration. Note we can always easily find all intersection points of the interface with a Cartesian grid. Even though the intersection points are not quasi-uniform, after it is combined with an equilibrating process, the representation is convenient and stable for interface interpolation and differentiation as the projection of the intersection points onto one coordinate axis or plane are locally uniform [79], which makes it much easier to find interpolation stencils than other approaches [23,43,45]. In fact, interpolation with data on locally uniform points in general yields more accurate results.

We also discretize the boundary integral system (21) at the intersection points of the interface with the Cartesian grid. Different from the standard Nyström approach [4], we do not get values of the boundary and volume integrals with a numerical quadrature and instead interpolate the discrete solution on the Cartesian grid to get their values at the discretization points of the interface.

In addition to the interface representation and boundary integral system discretization, the KFBI method has three basic components: 1) calculation for jumps of the first few partial derivatives across the interface; 2) correction of the discrete interface equations at irregular grid nodes; 3 ) interpolation of the Cartesian grid based solution to discretization points of the boundary integral equation. Among the three components, the first is the most fundamental one. In terms of the jumps of partial derivatives, we can correct the right hand side of the discrete interface equations, which leads to small local truncation errors
of the system at irregular grid nodes. In terms of the jumps of partial derivatives, we can interpolate the discrete solution on the Cartesian grid to get high order accurate values of the corresponding boundary or volume integral at discretization points of the interface.

Appendix A has some details on the computation for jumps of the first few partial derivatives of the solution to a unified interface problem in both two and three space dimensions. For details on the interface and boundary integral system discretization, the correction and solution of the discrete interface problems and the local polynomial interpolation, we refer the interested readers to $[79,80]$.

## 5 Algorithm Summary

We solve the nonlinear PB interface problem (3)-(7) with the Newton-KFBI method. We initialize the solutions $u_{i}^{0}$ and $u_{e}^{0}$ for the Newton iteration with zeros and solve the linearized PB interface problem (8)-(12) in the Newton iteration with the KFBI method. We represent the interface by its intersection points with an underlying Cartesian grid and discretize the boundary integral system (21) at the intersection points. We solve the discrete boundary integral equations for the unknown densities $\psi^{m+1}$ and $\varphi^{m+1}$ with the GMRES method. We always initialize the unknown densities for the GMRES iteration with zero and stop the iteration when the residual in the discrete $\ell^{2}$-norm is less than a pre-specified absolute tolerance tol $_{\text {gmres }}$. In the KFBI evaluation for the boundary integrals $M_{i} \varphi^{m+1}, N_{i} \varphi^{m+1}$ and the interior volume integral $\mathcal{G}_{i} f_{i}$, an FFT-based fast Poisson solver is applied for solving the discrete Poisson equations on the Cartesian grid whose intersection points with the interface are used to represent the interface and discretize the boundary integral system. In the KFBI evaluation for the boundary integrals $L_{e} \psi^{m+1}, M_{e}^{*} \psi^{m+1}$ and the exterior volume integral $\mathcal{K}_{e} f_{e}^{m}$, a full V-cycle geometric multigrid preconditioned conjugate gradient (PCG) iteration is applied for solving the discrete interface problems. We terminate the PCG iteration when the residual in the maximum norm is less than a pre-specified absolute tolerance tol ${ }_{\text {multigrid }}$. After the unknown densities $\psi^{m+1}$ and $\varphi^{m+1}$ are obtained, we compute the approximate solution $u_{i}^{m+1}$ and $u_{e}^{m+1}$ by (22)-(23). We stop the Newton iteration when the difference between the approximate solutions $\left(u_{i}^{m}, u_{e}^{m}\right)$ and $\left(u_{i}^{m+1}, u_{e}^{m+1}\right)$ in the discrete maximum norm is less than a pre-specified tolerance tol ${ }_{\text {newton }}$.

In this section, we present a few numerical examples for the nonlinear PoissonBoltzmann interface problem with the Newton-KFBI method, which was implemented in custom codes written in the C++ computer language. The numerical experiments were all performed in double precision on a computer equipped with $\operatorname{Intel}(\mathrm{R}) \operatorname{Xeon}(\mathrm{R}) 2.93 \mathrm{GHz} \mathrm{CPU}$.

In all examples, we fix the dielectric constants to be $\epsilon_{i}=1$ and $\epsilon_{e}=4$; and fix the reaction coefficient $\kappa=1$. For examples in two space dimensions, we choose the domain $\Omega$ to be the square rectangle $\Omega=(-1,1) \times(-1,1)$ and choose the functions $\rho_{i}(\mathbf{p}), \rho_{e}(\mathbf{p}), g(\mathbf{p})$ and $J(\mathbf{p})$ so that the exact solutions to the nonlinear PB problem (3)-(7) read

$$
\left\{\begin{array}{l}
u_{i}(\mathbf{p})=u_{i}(x, y)=e^{0.6 x+0.8 y} \quad \text { for } \quad \mathbf{p}=(x, y) \in \Omega_{i} \\
u_{e}(\mathbf{p})=u_{e}(x, y)=\sin (\pi x) \sin (\pi y) \quad \text { for } \mathbf{p}=(x, y) \in \Omega_{e}
\end{array}\right.
$$

For examples in three space dimensions, we choose the domain $\Omega$ to be the rectangle $\Omega=(-1,1) \times(-1,1) \times(-1,1)$ and choose the functions $\rho_{i}(\mathbf{p}), \rho_{e}(\mathbf{p})$, $g(\mathbf{p})$ and $J(\mathbf{p})$ so that the exact solutions to the nonlinear PB problem (3)-(7) read

$$
\left\{\begin{array}{l}
u_{i}(\mathbf{p})=u_{i}(x, y, z)=e^{x-0.6 y+0.8 z} \quad \text { for } \mathbf{p}=(x, y, z) \in \Omega_{i} \\
u_{e}(\mathbf{p})=u_{e}(x, y, z)=\sin (\pi x) \sin (\pi y) \sin (\pi z) \quad \text { for } \mathbf{p}=(x, y, z) \in \Omega_{e}
\end{array} .\right.
$$

Each example has a different interface $\Gamma$ in two or three space dimensions. In this work, we assume the interface in all examples is implicitly given as the zero level set of a smooth function.

In the solution of the nonlinear PB interface problem with the Newton-KFBI method, the tolerances for the Newton, GMRES and multigrid PCG iterations are fixed to be tol $l_{\text {newton }}=10^{-8}$, $\operatorname{tol}_{\text {gmres }}=10^{-8}$ and tol $_{\text {multigrid }}=10^{-10}$. The tolerances are all absolute tolerances. In the numerical experiments, the initial guess for each of the Newton, GMRES and multigrid PCG iterations involved with the Newton-KFBI method is always set to be zero.

Numerical results for the examples are listed in Tables 1-5. In each table, the first column has the grid size, the second column shows the number of Newton iterations, the third column shows the maximum number of GMRES iterations needed for each boundary integral system (21) during the Newton iteration, the fourth column shows the maximum number of multigrid PCG iterations for the simple interface problems encountered during the GMRES iteration for (21), the fifth column shows the error of the numerical solution


Fig. 3. Isolines of a numerical solution around the rotated ellipse (Example 1)
Table 1
Numerical results of Example 1 in two space dimensions

| grid size | \#NEWTON | \#GMRES | \#PCG | $\left\\|e_{h}\right\\|_{\infty}$ | CPU (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $128 \times 128$ | 5 | 14 | 6 | $2.07 \mathrm{E}-4$ | $8.50 \mathrm{E}-1$ |
| $256 \times 256$ | 5 | 14 | 6 | $5.06 \mathrm{E}-5$ | $3.49 \mathrm{E}+0$ |
| $512 \times 512$ | 5 | 14 | 6 | $1.27 \mathrm{E}-5$ | $1.87 \mathrm{E}+1$ |
| $1024 \times 1024$ | 5 | 14 | 6 | $3.25 \mathrm{E}-6$ | $8.86 \mathrm{E}+1$ |

in the discrete maximum norm and the last column has the CPU times in seconds.

Example 1. The interface $\Gamma$ is the ellipse centered at the origin with radii $a=1$ and $b=1 / 2$, rotated by 30 degrees counter-clockwisely. This is, the interface $\Gamma$ is given by

$$
\Gamma=\left\{(x, y) \in \mathbb{R}^{2}:(x \cos \theta+y \sin \theta)^{2}+(-x \sin \theta+y \cos \theta)^{2}-1=0\right\}
$$

with $\theta=\pi / 6$. Numerical results of this example are listed in Table 1. Fig. 3 shows by isolines a numerical solution to the PB interface problem .

Example 2. The interface $\Gamma$ is a two-ovals curve given by

$$
\Gamma=\left\{(x, y) \in \mathbb{R}^{2}:\left(x^{2}+y^{2}\right)^{2}-2 a^{2}\left(x^{2}-y^{2}\right)+a^{4}-b^{4}=0\right\}
$$

with $a=0.505$ and $b=0.5$. Numerical results of this example are listed in Table 2. Fig. 4 shows by isolines a numerical solution to the PB interface problem.

Example 3. The interface $\Gamma$ is a three-fold star-shaped curve in two space


Fig. 4. Isolines of a numerical solution around the two-ovals curve (Example 2)
Table 2
Numerical results of Example 2 in two space dimensions

| grid size | \#NEWTON | \#GMRES | \#PCG | $\left\\|e_{h}\right\\|_{\infty}$ | CPU (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $128 \times 128$ | 4 | 17 | 6 | $1.90 \mathrm{E}-4$ | $8.50 \mathrm{E}-1$ |
| $256 \times 256$ | 4 | 16 | 6 | $4.73 \mathrm{E}-5$ | $3.09 \mathrm{E}+0$ |
| $512 \times 512$ | 4 | 15 | 6 | $1.18 \mathrm{E}-5$ | $1.53 \mathrm{E}+1$ |
| $1024 \times 1024$ | 4 | 15 | 6 | $2.93 \mathrm{E}-6$ | $7.43 \mathrm{E}+1$ |

Table 3
Numerical results of Example 3 in two space dimensions

| grid size | \#NEWTON | \#GMRES | \#PCG | $\left\\|e_{h}\right\\|_{\infty}$ | CPU (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $256 \times 256$ | 4 | 18 | 6 | $4.63 \mathrm{E}-5$ | $4.05 \mathrm{E}+0$ |
| $512 \times 512$ | 4 | 18 | 6 | $1.14 \mathrm{E}-5$ | $1.93 \mathrm{E}+1$ |
| $1024 \times 1024$ | 4 | 18 | 6 | $2.99 \mathrm{E}-6$ | $9.37 \mathrm{E}+1$ |
| $2048 \times 2048$ | 4 | 18 | 5 | $9.29 \mathrm{E}-7$ | $3.80 \mathrm{E}+2$ |

dimensions given by

$$
\Gamma=\left\{\mathbf{p} \in \mathbb{R}^{2}: c-\sum_{i=1}^{3} \exp \left\{-\frac{\left|\mathbf{p}-\mathbf{p}_{i}\right|^{2}}{r_{i}^{2}}\right\}=0\right\}
$$

Here, the centers $\mathbf{p}_{1}=(1,-\sqrt{3} / 3) a, \mathbf{p}_{2}=(-1,-\sqrt{3} / 3) a, \mathbf{p}_{3}=(0,2 \sqrt{3} / 3) a$ and the radii $r_{i}=a$ for $i=1,2,3$ with $a=0.3$ and $c=0.75$. Numerical results of this example are listed in Table 3. Fig. 5 shows by isolines a numerical solution to the PB interface problem .

Example 4. The interface $\Gamma$ is an ellipsoid in three space dimensions given


Fig. 5. Isolines of a numerical solution around the star-shaped curve (Example 3)


Fig. 6. The solute region is an ellipsoid (Example 4).
by

$$
\Gamma=\left\{(x, y, z) \in \mathbb{R}^{3}: \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-1=0\right\},
$$

with $a=0.8, b=0.6$ and $c=0.4$. Fig. 6 shows the ellipsoid interface in the rectangle $\Omega$. Numerical results of this example are listed in Table 4.

Example 5. The solute region $\Omega_{i}$ is a four-atoms molecule in three space dimensions given by

$$
\Gamma=\left\{\mathbf{p} \in \mathbb{R}^{3}: c-\sum_{i=1}^{4} \exp \left\{-\frac{\left|\mathbf{p}-\mathbf{p}_{i}\right|^{2}}{r_{i}^{2}}\right\}=0\right\}
$$

Here, the centers $\mathbf{p}_{1}=(2 \sqrt{3} / 3,0,-\sqrt{6} / 6) a, \mathbf{p}_{2}=(-\sqrt{3} / 3,1,-\sqrt{6} / 6) a$,

Table 4
Numerical results of Example 4 in three space dimensions

| grid size | \#NEWTON | \#GMRES | \#PCG | $\left\\|e_{h}\right\\|_{\infty}$ | CPU (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $64 \times 64 \times 64$ | 4 | 16 | 6 | $7.65 \mathrm{E}-4$ | $3.33 \mathrm{E}+1$ |
| $128 \times 128 \times 128$ | 4 | 15 | 5 | $1.90 \mathrm{E}-4$ | $2.46 \mathrm{E}+2$ |
| $256 \times 256 \times 256$ | 4 | 14 | 5 | $4.74 \mathrm{E}-5$ | $2.15 \mathrm{E}+3$ |
| $512 \times 512 \times 512$ | 4 | 14 | 4 | $1.24 \mathrm{E}-5$ | $2.09 \mathrm{E}+4$ |



Fig. 7. The solute region $\Omega_{i}$ is a four-atoms molecule (Example 5).
Table 5
Numerical results of Example 5 in three space dimensions

| grid size | \#NEWTON | \#GMRES | \#PCG | $\left\\|e_{h}\right\\|_{\infty}$ | CPU (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $64 \times 64 \times 64$ | 4 | 17 | 6 | $7.54 \mathrm{E}-4$ | $6.52 \mathrm{E}+1$ |
| $128 \times 128 \times 128$ | 4 | 16 | 5 | $1.89 \mathrm{E}-4$ | $3.60 \mathrm{E}+2$ |
| $256 \times 256 \times 256$ | 4 | 16 | 5 | $4.73 \mathrm{E}-5$ | $2.86 \mathrm{E}+3$ |
| $512 \times 512 \times 512$ | 4 | 16 | 4 | $1.45 \mathrm{E}-5$ | $2.53 \mathrm{E}+4$ |

$\mathbf{p}_{3}=(-\sqrt{3} / 3,-1,-\sqrt{6} / 6) a, \mathbf{p}_{4}=(0,0, \sqrt{6} / 2) a$ and the radii $r_{i}=a$ for $i=1,2,3,4$ with $a=0.4$ and $c=0.6$. Fig. 7 shows the four-atoms molecule in the domain $\Omega$. Numerical results of this example are listed in Table 5 .

All the numerical tests consistently show that the number of either Newton or GMRES iterations involved with the Newton-KFBI method for the nonlinear Poisson-Boltzmann interface problem are essentially independent of the mesh parameter and the grid size; the numerical solutions generated by the Newton-

KFBI method in both two and three space dimensions have second order accuracy in the discrete maximum norm. The CPU times used by the computer scale linearly well with different grid sizes, indicating the algorithm has linear complexity.

## 7 Discussion

In this work, we propose a Newton-KFBI method for the nonlinear PB interface problem. The Newton method iteratively linearizes the nonlinear PB equation. The KFBI method solves the linearized PB equation in the formulation of boundary integral equations. The boundary integral system is well-conditioned and its solution by a Krylov subspace method can be done efficiently with the iteration number essentially independent of the mesh parameter and the system dimension. In each Krylov subspace iteration for the discrete equations, corresponding to the boundary integral system (21), one matrix vector multiplication is needed and each matrix vector multiplication involves the solution of two simple interface problems (26) and (27), both of which are much easier to solve than the heterogeneous interface problem (8)-(12). The first simple interface problem (26) is solved with an FFT based Poisson solver and the second simple interface problem (27) is solved with a full V-cycle geometric multigrid PCG solver. The overall computational work involved with the Newton-KFBI method is dominantly the number of Newton iterations times the number of Krylov subspace iterations times the work for those two interface problems. As the numbers of Newton iterations and Krylov subspace iterations are essentially independent of the mesh parameter and system dimension, the computational work is essentially linearly proportional to the number of nodes on the Cartesian grid that covers the rectangular domain.

One major advantage of the KFBI method for the PB equation is that it avoids generation of any body-fitted unstructured grids, which is especially a time-consuming or expensive process in three space dimensions where the dielectric interface may be very complicated. Another advantage of the KFBI method for evaluating boundary and volume integrals is that it yields accurate values at any point around the interface and in the domain and does not need to make any special treatment (such as singularity subtraction and integral regularization) for the nearly singular or hyper-singular boundary integrals as the traditional boundary element/integral method [7,8,15, 30, 32, 40, 72, 76, 77].

We may further improve the performance of the kernel-free boundary integral method by working with an adaptive and local mesh refinement algorithm. If the simple interface problems for boundary and volume integrals are solved with an adaptive algorithm, the overall computational work is expected to be significantly reduced and becomes essentially linearly proportional to the
number of unknowns on the dielectric interface (instead of in the domain). We may also improve the kernel-free boundary integral solver for the nonlinear PB interface problem by combining together the Newton, GMRES and multigrid PCG iterations. In the current implementation, the three layers of iterations are kind of decoupled. A nice combination of the iterations may eliminate at least part of the inner iterations.

In this work, we only present the method for the PB interface problem. The methodology can also be extended for boundary value problems of the nonlinear PB equation, which may be subject to different boundary conditions such as the Neumann or Robin boundary condition [31].

The Newton-KFBI method is by no means limited to the PB equation (2) for symmetric $1: 1$ salt. It should be straightforwardly applicable for the general PB equation (1). The method may also work well for physically more realistic (modified) PB models [42]. We will report the application of the Newton-KFBI method for modified PB equations in future work.
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## A Calculation for the Jumps of Partial Derivatives

The interface problems (24)-(26) can be written as a unified interface problem of the following form

$$
\begin{align*}
\Delta v-c v & =f & & \text { in } \Omega \backslash \Gamma,  \tag{A.1}\\
{[v] } & =\varphi & & \text { on } \Gamma,  \tag{A.2}\\
{\left[\partial_{\mathbf{n}} v\right] } & =\psi & & \text { on } \Gamma . \tag{A.3}
\end{align*}
$$

Here, the source function $f$ is a piecewise smooth function, which vanishes on at least one side of the dielectric interface $\Gamma$; the coefficient $c$ vanishes ( $c=0$ ) for the interface problems (24) and (26); $c=\epsilon_{e}^{-1} \kappa^{2} \cosh \left(u_{e}^{m}\right)$ for the interface problems (25) and (27). Since the Newton-KFBI method guarantees that the approximate solution $u_{e}^{m}$ is continuous on $\bar{\Omega}$, we may assume the reaction coefficient $c$ is continuous on $\bar{\Omega}$, too. In fact, the solution $v$ to the interface problem
above is the sum of a volume integral, a double layer boundary integral and a single layer boundary integral with their densities be $f, \varphi$ and $\psi$, respectively.

## A. 1 Two Space Dimensions

This subsection describes the calculation for the jumps of partial derivatives of the solution $v$ in two space dimensions.

Let $\boldsymbol{\tau}$ be a tangent vector at a point on the interface. Taking tangential derivative of the interface condition (A.2) along $\boldsymbol{\tau}$ yields

$$
\begin{equation*}
\partial_{\boldsymbol{\tau}}[v]=\partial_{\boldsymbol{\tau}} \varphi \quad \text { on } \Gamma . \tag{A.4}
\end{equation*}
$$

The two equations (A.3)-(A.4) will uniquely determine the jumps of the first order partial derivatives: $\left[v_{x}\right]$ and $\left[v_{y}\right]$.

Taking tangential derivative of interface condition (A.3) along $\boldsymbol{\tau}$ yields

$$
\begin{equation*}
\partial_{\boldsymbol{\tau}}\left[\partial_{\mathbf{n}} v\right]=\partial_{\boldsymbol{\tau}} \psi \quad \text { on } \Gamma . \tag{A.5}
\end{equation*}
$$

Taking tangential derivative of condition (A.4) yields

$$
\begin{equation*}
\partial_{\boldsymbol{\tau} \tau}[v]=\partial_{\boldsymbol{\tau} \boldsymbol{\tau}} \varphi \quad \text { on } \Gamma . \tag{A.6}
\end{equation*}
$$

The partial differential equation (A.1) implies

$$
\begin{equation*}
[\Delta v]-c[v]=[f] \quad \text { on } \Gamma \text {. } \tag{A.7}
\end{equation*}
$$

Here, we have used the fact that the coefficient $c$ is continuous across $\Gamma$. The three equations (A.5)-(A.7) will determine the jumps of the second order partial derivatives: $\left[v_{x x}\right],\left[v_{y y}\right],\left[v_{x y}\right]$.

Let $s$ be an independent variable for the local parametric representation of boundary $\Gamma$, assuming

$$
x=x(s) \quad \text { and } \quad y=y(s) .
$$

The parameter could be $x$ or $y$. Let

$$
\mathbf{r}=(x, y)^{\mathrm{T}}, \quad \boldsymbol{\tau}=\frac{\partial \mathbf{r}}{\partial s}
$$

and $n_{1}, n_{2}$ be the two components of the unit normal vector $\mathbf{n}$.

Equations (A.3)-(A.4) explicitly read

$$
\begin{align*}
n_{1}\left[v_{x}\right]+n_{2}\left[v_{y}\right] & =\psi,  \tag{A.8}\\
\frac{\partial x}{\partial s}\left[v_{x}\right]+\frac{\partial y}{\partial s}\left[v_{y}\right] & =\varphi_{s} \tag{A.9}
\end{align*}
$$

Solving the two by two linear system yields the jumps of the first order partial derivatives.

Equations (A.5)-(A.7) explicitly read

$$
\begin{align*}
n_{1} \frac{\partial x}{\partial s}\left[v_{x x}\right]+n_{2} \frac{\partial y}{\partial s}\left[v_{y y}\right]+\left(n_{1} \frac{\partial y}{\partial s}+n_{2} \frac{\partial x}{\partial s}\right)\left[v_{x y}\right] & =r_{1},  \tag{A.10}\\
\left(\frac{\partial x}{\partial s}\right)^{2}\left[v_{x x}\right]+\left(\frac{\partial y}{\partial s}\right)^{2}\left[v_{y y}\right]+2 \frac{\partial x}{\partial s} \frac{\partial y}{\partial s}\left[v_{x y}\right] & =r_{2},  \tag{A.11}\\
{\left[v_{x x}\right]+\left[v_{y y}\right]-c[v] } & =[f] . \tag{A.12}
\end{align*}
$$

with

$$
r_{1}=\psi_{s}-\frac{\partial n_{1}}{\partial s}\left[v_{x}\right]-\frac{\partial n_{2}}{\partial s}\left[v_{y}\right] \quad \text { and } \quad r_{2}=\varphi_{s s}-\frac{\partial^{2} x}{\partial s^{2}}\left[v_{x}\right]-\frac{\partial^{2} y}{\partial s^{2}}\left[v_{y}\right] .
$$

Solving the linear system consisting of the three equations above yields the jumps of the second order partial derivatives.

The right hand sides of equations (A.10)-(A.12) involve derivatives of the unit normal vector and the coordinates $(x, y)$ with respect to the parameter $s$. Provided that the boundary $\Gamma$ is given as the zero level set of a smooth function, these derivatives can be computed in terms of the level set function and its partial derivatives. The rest of this section will illustrate the computation.

Let $\Theta(x, y)$ be the smooth level set function such that the boundary $\Gamma$ is given by

$$
\Gamma=\left\{(x, y) \in \mathbb{R}^{3}: \Theta(x, y)=0\right\} .
$$

Assume that $\Theta(x, y)>0$ at point $(x, y)$ outside the domain bounded by $\Gamma$. The two components of the unit outward normal $\mathbf{n}=\left(n_{1}, n_{2}\right)^{\mathrm{T}}$ at a point on $\Gamma$ can be computed by

$$
\begin{aligned}
& n_{1}=\frac{\Theta_{x}}{\sqrt{\Theta_{x}^{2}+\Theta_{y}^{2}}}, \\
& n_{2}=\frac{\Theta_{y}}{\sqrt{\Theta_{x}^{2}+\Theta_{y}^{2}}} .
\end{aligned}
$$

For simplicity, in this appendix we only consider the case that the normal $\mathbf{n}$ has its magnitude-largest component in the direction along $Z$-axis while the
computation for the other two cases is similar. This implies that $\Theta_{z} \neq 0$ and the surface can be locally represented by a Monge curve

$$
y=H(x)
$$

with $H(x)$ be a smooth function of $x$. In this case, the coordinate variable $x$ is taken as the independent variable, i.e., $s=x$. Note that

$$
0=\Theta_{x}+\Theta_{y} \frac{\partial y}{\partial x}=\Theta_{x}+\Theta_{y} H_{x}
$$

We get the first order partial derivatives

$$
H_{x}=-\frac{\Theta_{x}}{\Theta_{y}}
$$

and the second order partial derivatives

$$
H_{x x}=-\frac{\left(\Theta_{x x} \Theta_{y}^{2}+\Theta_{x}^{2} \Theta_{y y}\right)-2 \Theta_{x} \Theta_{y} \Theta_{x y}}{\Theta_{y}^{3}}
$$

The tangent vector is given by $\boldsymbol{\tau}=\left(1, H_{x}\right)^{\mathrm{T}}=\left(1,-\Theta_{x} / \Theta_{z}\right)^{\mathrm{T}}$ and the second order partial derivatives of $y$ are given by $\partial^{2} y / \partial x^{2}=H_{x x}$.

In addition, the vector $\boldsymbol{\nu}=\left(\nu_{1}, \nu_{2}\right)^{\mathrm{T}}$ with components given by

$$
\begin{aligned}
\nu_{1} & =\frac{H_{x}}{\sqrt{1+H_{x}^{2}}} \\
\nu_{2} & =-\frac{1}{\sqrt{1+H_{x}^{2}}}
\end{aligned}
$$

is also a unit normal on $\Gamma$ except that it points to the opposite direction of the outward normal $\mathbf{n}$ if $\Theta_{y}$ has a positive sign. We compute the two components of vector $\partial \boldsymbol{\nu} / \partial x$ by

$$
\begin{aligned}
& \frac{\partial \nu_{1}}{\partial x}=\frac{H_{x x}}{\left(1+H_{x}^{2}\right)^{3 / 2}}, \\
& \frac{\partial \nu_{2}}{\partial x}=\frac{H_{x} H_{x x}}{\left(1+H_{x}^{2}\right)^{3 / 2}} .
\end{aligned}
$$

These two components are needed in evaluating the right hand sides of (A.10)(A.12).

## A. 2 Three Space Dimensions

This subsection describes the calculation for the jumps of partial derivatives of the solution $v$ to the unified interface problem (A.1)-(A.3) in three space
dimensions.
Let $\boldsymbol{\tau}_{1}$ and $\boldsymbol{\tau}_{2}$ be two tangent vectors at a point on the interface $\Gamma$. Taking tangential derivatives of the interface condition (A.2) along $\boldsymbol{\tau}_{1}$ and $\boldsymbol{\tau}_{2}$ respectively yields

$$
\begin{array}{ll}
\partial_{\boldsymbol{\tau}_{1}}[v]=\partial_{\boldsymbol{\tau}_{1}} \varphi & \text { on } \Gamma, \\
\partial_{\boldsymbol{\tau}_{2}}[v]=\partial_{\boldsymbol{\tau}_{2}} \varphi & \text { on } \Gamma . \tag{A.14}
\end{array}
$$

The three equations consisting of (A.3) and (A.13)-(A.14) will uniquely determine the jumps of the first order partial derivatives: $\left[v_{x}\right],\left[v_{y}\right]$ and $\left[v_{z}\right]$.

Taking tangential derivatives of interface condition (A.3) along $\boldsymbol{\tau}_{1}$ and $\boldsymbol{\tau}_{2}$ respectively yields

$$
\begin{align*}
\partial_{\boldsymbol{\tau}_{1}}\left[\partial_{\mathbf{n}} v\right] & =\partial_{\boldsymbol{\tau}_{1}} \psi
\end{align*} \quad \begin{array}{ll} 
& \text { on } \Gamma,  \tag{A.15}\\
\partial_{\boldsymbol{\tau}_{2}}\left[\partial_{\mathbf{n}} v\right] & =\partial_{\boldsymbol{\tau}_{2}} \psi \tag{A.16}
\end{array} \quad \text { on } \Gamma .
$$

Taking tangential derivatives of conditions (A.13) and (A.14) yields

$$
\begin{array}{ll}
\partial_{\boldsymbol{\tau}_{1} \boldsymbol{\tau}_{1}}[v]=\partial_{\boldsymbol{\tau}_{1} \tau_{1}} \varphi & \text { on } \Gamma, \\
\partial_{\boldsymbol{\tau}_{2} \boldsymbol{\tau}_{2}}[v]=\partial_{\boldsymbol{\tau}_{2} \boldsymbol{\tau}_{2}} \varphi & \text { on } \Gamma, \\
\partial_{\boldsymbol{\tau}_{1} \boldsymbol{\tau}_{2}}[v]=\partial_{\boldsymbol{\tau}_{1} \boldsymbol{\tau}_{2}} \varphi & \text { on } \Gamma . \tag{A.19}
\end{array}
$$

The partial differential equation (A.1) implies

$$
\begin{equation*}
[\Delta v]-c[v]=[f] \quad \text { on } \Gamma \text {. } \tag{A.20}
\end{equation*}
$$

Here, we have used the fact that the coefficient $c$ is continuous across $\Gamma$, too. The six equations (A.15)-(A.20) will determine the jumps of the second order partial derivatives: $\left[v_{x x}\right],\left[v_{y y}\right],\left[v_{z z}\right],\left[v_{y z}\right],\left[v_{z x}\right],\left[v_{x y}\right]$.

Let $s_{1}$ and $s_{2}$ be two independent variables for the local parametric representation of boundary $\Gamma$, assuming

$$
x=x\left(s_{1}, s_{2}\right), \quad y=y\left(s_{1}, s_{2}\right) \quad \text { and } \quad z=z\left(s_{1}, s_{2}\right) .
$$

The pair of variables $\left(s_{1}, s_{2}\right)$ could be $(y, z),(z, x)$ or $(x, y)$. Let

$$
\mathbf{r}=(x, y, z)^{\mathrm{T}}, \quad \boldsymbol{\tau}_{1}=\frac{\partial \mathbf{r}}{\partial s_{1}} \quad \text { and } \quad \boldsymbol{\tau}_{2}=\frac{\partial \mathbf{r}}{\partial s_{2}}
$$

and $n_{1}, n_{2}$ and $n_{3}$ be the three components of the unit normal vector $\mathbf{n}$.

Equations (A.3)-(A.14) explicitly read

$$
\begin{align*}
n_{1}\left[v_{x}\right]+n_{2}\left[v_{y}\right]+n_{3}\left[v_{z}\right] & =\psi,  \tag{A.21}\\
\frac{\partial x}{\partial s_{1}}\left[v_{x}\right]+\frac{\partial y}{\partial s_{1}}\left[v_{y}\right]+\frac{\partial z}{\partial s_{1}}\left[v_{z}\right] & =\varphi_{s_{1}},  \tag{A.22}\\
\frac{\partial x}{\partial s_{2}}\left[v_{x}\right]+\frac{\partial y}{\partial s_{2}}\left[v_{y}\right]+\frac{\partial z}{\partial s_{2}}\left[v_{z}\right] & =\varphi_{s_{2}} . \tag{A.23}
\end{align*}
$$

Solving the three by three linear system yields the jumps of the first order partial derivatives.

Equations (A.15)-(A.16) explicitly read

$$
\begin{align*}
& n_{1} \frac{\partial x}{\partial s_{1}}\left[v_{x x}\right]+n_{2} \frac{\partial y}{\partial s_{1}}\left[v_{y y}\right]+n_{3} \frac{\partial z}{\partial s_{1}}\left[v_{z z}\right] \\
& +\left(n_{2} \frac{\partial z}{\partial s_{1}}+n_{3} \frac{\partial y}{\partial s_{1}}\right)\left[v_{y z}\right]+\left(n_{3} \frac{\partial x}{\partial s_{1}}+n_{1} \frac{\partial z}{\partial s_{1}}\right)\left[v_{z x}\right]+\left(n_{1} \frac{\partial y}{\partial s_{1}}+n_{2} \frac{\partial x}{\partial s_{1}}\right)\left[v_{x y}\right] \\
= & \psi_{s_{1}}-\frac{\partial n_{1}}{\partial s_{1}}\left[v_{x}\right]-\frac{\partial n_{2}}{\partial s_{1}}\left[v_{y}\right]-\frac{\partial n_{3}}{\partial s_{1}}\left[v_{z}\right] \tag{A.24}
\end{align*}
$$

and

$$
\begin{align*}
& n_{1} \frac{\partial x}{\partial s_{2}}\left[v_{x x}\right]+n_{2} \frac{\partial y}{\partial s_{2}}\left[v_{y y}\right]+n_{3} \frac{\partial z}{\partial s_{2}}\left[v_{z z}\right] \\
& +\left(n_{2} \frac{\partial z}{\partial s_{2}}+n_{3} \frac{\partial y}{\partial s_{2}}\right)\left[v_{y z}\right]+\left(n_{3} \frac{\partial x}{\partial s_{2}}+n_{1} \frac{\partial z}{\partial s_{2}}\right)\left[v_{z x}\right]+\left(n_{1} \frac{\partial y}{\partial s_{2}}+n_{2} \frac{\partial x}{\partial s_{2}}\right)\left[v_{x y}\right] \\
= & \psi_{s_{2}}-\frac{\partial n_{1}}{\partial s_{2}}\left[v_{x}\right]-\frac{\partial n_{2}}{\partial s_{2}}\left[v_{y}\right]-\frac{\partial n_{3}}{\partial s_{2}}\left[v_{z}\right] . \tag{A.25}
\end{align*}
$$

Equations (A.17)-(A.19) explicitly read

$$
\begin{align*}
& \left(\frac{\partial x}{\partial s_{1}}\right)^{2}\left[v_{x x}\right]+\left(\frac{\partial y}{\partial s_{1}}\right)^{2}\left[v_{y y}\right]+\left(\frac{\partial z}{\partial s_{1}}\right)^{2}\left[v_{z z}\right] \\
& +2 \frac{\partial y}{\partial s_{1}} \frac{\partial z}{\partial s_{1}}\left[v_{y z}\right]+2 \frac{\partial z}{\partial s_{1}} \frac{\partial x}{\partial s_{1}}\left[v_{z x}\right]+2 \frac{\partial x}{\partial s_{1}} \frac{\partial y}{\partial s_{1}}\left[v_{x y}\right] \\
= & \varphi_{s_{1} s_{1}}-\frac{\partial^{2} x}{\partial s_{1}^{2}}\left[v_{x}\right]-\frac{\partial^{2} y}{\partial s_{1}^{2}}\left[v_{y}\right]-\frac{\partial^{2} z}{\partial s_{1}^{2}}\left[v_{z}\right],  \tag{A.26}\\
& \left(\frac{\partial x}{\partial s_{2}}\right)^{2}\left[v_{x x}\right]+\left(\frac{\partial y}{\partial s_{2}}\right)^{2}\left[v_{y y}\right]+\left(\frac{\partial z}{\partial s_{2}}\right)^{2}\left[v_{z z}\right] \\
& +2 \frac{\partial y}{\partial s_{2}} \frac{\partial z}{\partial s_{2}}\left[v_{y z}\right]+2 \frac{\partial z}{\partial s_{2}} \frac{\partial x}{\partial s_{2}}\left[v_{z x}\right]+2 \frac{\partial x}{\partial s_{2}} \frac{\partial y}{\partial s_{2}}\left[v_{x y}\right] \\
= & \varphi_{s_{2} s_{2}}-\frac{\partial^{2} x}{\partial s_{2}^{2}}\left[v_{x}\right]-\frac{\partial^{2} y}{\partial s_{2}^{2}}\left[v_{y}\right]-\frac{\partial^{2} z}{\partial s_{2}^{2}}\left[v_{z}\right] \tag{A.27}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial x}{\partial s_{1}} \frac{\partial x}{\partial s_{2}}\left[v_{x x}\right]+\frac{\partial x}{\partial s_{1}} \frac{\partial y}{\partial s_{2}}\left[v_{x y}\right]+\frac{\partial x}{\partial s_{1}} \frac{\partial z}{\partial s_{2}}\left[v_{x z}\right] \\
& \frac{\partial y}{\partial s_{1}} \frac{\partial x}{\partial s_{2}}\left[v_{y x}\right]+\frac{\partial y}{\partial s_{1}} \frac{\partial y}{\partial s_{2}}\left[v_{y y}\right]+\frac{\partial y}{\partial s_{1}} \frac{\partial z}{\partial s_{2}}\left[v_{y z}\right] \\
& \frac{\partial z}{\partial s_{1}} \frac{\partial x}{\partial s_{2}}\left[v_{z x}\right]+\frac{\partial z}{\partial s_{1}} \frac{\partial y}{\partial s_{2}}\left[v_{z y}\right]+\frac{\partial z}{\partial s_{1}} \frac{\partial z}{\partial s_{2}}\left[v_{z z}\right] \\
= & \varphi_{s_{1} s_{2}}-\frac{\partial^{2} x}{\partial s_{1} \partial s_{2}}\left[v_{x}\right]-\frac{\partial^{2} y}{\partial s_{1} \partial s_{2}}\left[v_{y}\right]-\frac{\partial^{2} z}{\partial s_{1} \partial s_{2}}\left[v_{z}\right] . \tag{A.28}
\end{align*}
$$

Equation (A.20) is explicitly written as

$$
\begin{equation*}
\left[v_{x x}\right]+\left[v_{y y}\right]+\left[v_{z z}\right]=c[v]+[f] . \tag{A.29}
\end{equation*}
$$

Solving the six by six linear system consisting of equations (A.24)-(A.29) yields the jumps of the second order partial derivatives.

The right hand sides of equations (A.24)-(A.29) involve derivatives of the unit normal vector and the coordinates ( $x, y$ and $z$ ) with respect to the parameters $s_{1}$ and $s_{2}$. Provided that the boundary $\Gamma$ is given as the zero level set of a smooth function, these derivatives can also be computed in terms of the level set function and its partial derivatives. The rest of this section will illustrate the computation.

Let $\Theta(x, y, z)$ be the smooth level set function such that the boundary $\Gamma$ is given by

$$
\Gamma=\left\{(x, y, z) \in \mathbb{R}^{3}: \Theta(x, y, z)=0\right\}
$$

Assume that $\Theta(x, y, z)>0$ at point $(x, y, z)$ outside the domain bounded by $\Gamma$. The three components of the unit outward normal $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)^{\mathrm{T}}$ at a point on $\Gamma$ can be computed by

$$
\begin{aligned}
& n_{1}=\frac{\Theta_{x}}{\sqrt{\Theta_{x}^{2}+\Theta_{y}^{2}+\Theta_{z}^{2}}}, \\
& n_{2}=\frac{\Theta_{y}}{\sqrt{\Theta_{x}^{2}+\Theta_{y}^{2}+\Theta_{z}^{2}}}, \\
& n_{3}=\frac{\Theta_{z}}{\sqrt{\Theta_{x}^{2}+\Theta_{y}^{2}+\Theta_{z}^{2}}} .
\end{aligned}
$$

For simplicity, in this appendix we only consider the case that the normal $\mathbf{n}$ has its magnitude-largest component in the direction along $Z$-axis while the computation for the other two cases is similar. This implies that $\Theta_{z} \neq 0$ and the surface can be locally represented by a Monge patch

$$
z=H(x, y)
$$

with $H(x, y)$ be a smooth function of $x$ and $y$. In this case, the coordinate variables, $x$ and $y$, are taken as the parameters, i.e., $s_{1}=x$ and $s_{2}=y$. Note that

$$
\begin{aligned}
& 0=\Theta_{x}+\Theta_{z} \frac{\partial z}{\partial x}=\Theta_{x}+\Theta_{z} H_{x} \\
& 0=\Theta_{y}+\Theta_{z} \frac{\partial z}{\partial y}=\Theta_{y}+\Theta_{z} H_{y}
\end{aligned}
$$

We get the first order partial derivatives

$$
\begin{aligned}
H_{x} & =-\frac{\Theta_{x}}{\Theta_{z}} \\
H_{y} & =-\frac{\Theta_{y}}{\Theta_{z}}
\end{aligned}
$$

and the second order partial derivatives

$$
\begin{aligned}
& H_{x x}=-\frac{\Theta_{x}^{2} \Theta_{z z}+\Theta_{x x} \Theta_{z}^{2}-2 \Theta_{x} \Theta_{x z} \Theta_{z}}{\Theta_{z}^{3}} \\
& H_{y y}=-\frac{\Theta_{y}^{2} \Theta_{z z}+\Theta_{y y} \Theta_{z}^{2}-2 \Theta_{y} \Theta_{y z} \Theta_{z}}{\Theta_{z}^{3}}, \\
& H_{x y}=-\frac{\Theta_{z}\left(\Theta_{x y} \Theta_{z}-\Theta_{x} \Theta_{y z}-\Theta_{y} \Theta_{x z}\right)+\Theta_{x} \Theta_{y} \Theta_{z z}}{\Theta_{z}^{3}} .
\end{aligned}
$$

The tangent vectors are given by $\boldsymbol{\tau}_{1}=\left(1,0, H_{x}\right)^{\mathrm{T}}=\left(1,0,-\Theta_{x} / \Theta_{z}\right)^{\mathrm{T}}$ and $\boldsymbol{\tau}_{2}=\left(0,1, H_{y}\right)^{\mathrm{T}}=\left(0,1,-\Theta_{y} / \Theta_{z}\right)^{\mathrm{T}}$ and the second order partial derivatives of $z$ are given by $\partial^{2} z / \partial x^{2}=H_{x x}, \partial^{2} z / \partial y^{2}=H_{y y}$ and $\partial^{2} z / \partial x \partial y=H_{x y}$.

In addition, the vector $\boldsymbol{\nu}=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)^{\mathrm{T}}$ with components given by

$$
\begin{aligned}
\nu_{1} & =\frac{H_{x}}{\sqrt{1+H_{x}^{2}+H_{y}^{2}}}, \\
\nu_{2} & =\frac{H_{y}}{\sqrt{1+H_{x}^{2}+H_{y}^{2}}}, \\
\nu_{3} & =-\frac{1}{\sqrt{1+H_{x}^{2}+H_{y}^{2}}}
\end{aligned}
$$

is also a unit normal on $\Gamma$ except that it points to the opposite direction of the outward normal $\mathbf{n}$ if $\Theta_{z}$ has a positive sign. We compute the three components
of vector $\partial \boldsymbol{\nu} / \partial x$ by

$$
\begin{aligned}
& \frac{\partial \nu_{1}}{\partial x}=\frac{H_{x x}+H_{y}\left(H_{x x} H_{y}-H_{x} H_{x y}\right)}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}}, \\
& \frac{\partial \nu_{2}}{\partial x}=\frac{H_{x y}+H_{x}\left(H_{x y} H_{x}-H_{y} H_{x x}\right)}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}}, \\
& \frac{\partial \nu_{3}}{\partial x}=\frac{H_{x} H_{x x}+H_{y} H_{x y}}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}},
\end{aligned}
$$

and the three components of vector $\partial \boldsymbol{\nu} / \partial y$ by

$$
\begin{aligned}
& \frac{\partial \nu_{1}}{\partial y}=\frac{H_{x y}+H_{y}\left(H_{x y} H_{y}-H_{x} H_{y y}\right)}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}}, \\
& \frac{\partial \nu_{2}}{\partial y}=\frac{H_{y y}+H_{x}\left(H_{y y} H_{x}-H_{y} H_{x y}\right)}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}}, \\
& \frac{\partial \nu_{3}}{\partial y}=\frac{H_{x} H_{x y}+H_{y} H_{y y}}{\left(1+H_{x}^{2}+H_{y}^{2}\right)^{3 / 2}} .
\end{aligned}
$$

These six components are needed in evaluating the right hand sides of (A.24)(A.25).
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